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#### Abstract

A novel framework called Graph diffusion \& PCA (GDPCA) is proposed in the context of semi-supervised learning on graph structured data. It combines a modified Principal Component Analysis with the classical supervised loss and Laplacian regularization, thus handling the case where the adjacency matrix is Sparse and avoiding the Curse of dimensionality. Our framework can be applied to non-graph datasets as well, such as images by constructing similarity graph. GDPCA improves node classification by enriching the local graph structure by node covariance. We demonstrate the performance of GDPCA in experiments on citation networks and images, and we show that GDPCA compares favourably with the best state-of-the-art algorithms and has significantly lower computational complexity.
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## 1 Introduction

The area of graph-based semi-supervised learning (GB-SSL) focuses on the classification of nodes in a graph where there is an extremely low number of labeled nodes. It is useful in applications such as paper classification to help researchers find articles in a topic, where the data is represented through a citation network, and it is especially beneficial for the classification of medical studies, where collecting labeled nodes is an expensive procedure. In particular, we prepared a real dataset for our experiments which consists of paper abstracts with clinical trials ${ }^{3}$ regarding the coronavirus (COVID) topic. Also, GB-SSL is applicable for post labelling in social networks and for detecting protein functions in different biological protein-protein interactions [7].

In GB-SSL, the data consists of the feature matrix $X=\left[X_{i}\right]_{i=1}^{n}$, where $X_{i}=\left(X_{i, j}\right)_{j=1}^{d}$ lies in a $d$-dimensional feature space (e.g. from bag-of-words

[^0][15]), and of the label matrix $Y=\left[Y_{i, j}\right]_{i, j=1}^{n, k}$ such that $Y_{i, j}=1$ if $X_{i} \in \mathcal{C}_{j}$ and $Y_{i, j}=0$ otherwise, $\left\{\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}\right\}$ being a set of $k$ classes. The aim of semisupervised learning is to estimate $Y$ by a classification result $Z=\left[Z_{i, j}\right]_{i, j=1}^{n, k}$ when there is a low number of labels available, while $X$ contains information for both labeled and unlabeled observations. We also assume that the dataset ( $X, Y$ ) can be represented through the undirected graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$, with $n=|\mathcal{V}|$ the number of nodes with features (e.g. papers) and $e=|\mathcal{E}|$ is the number of edges (e.g. citations). Let $A=\left[A_{i, j}\right]_{i, j=1}^{n, n}$ denote the adjacency matrix associated with the $\mathcal{G}$, and $D=\operatorname{diag}\left(D_{i, i}\right)$ be a diagonal matrix with $D_{i, i}=\sum_{j=1}^{n} A_{i, j}$.

Many works in GB-SSL $[1,31,32]$ consider the following minimization problem:

$$
\begin{equation*}
\min _{Z \in \mathbb{R}^{n \times k}}\left\{\sum_{i=1}^{n} \sum_{j=1}^{n} A_{i, j}\left\|Z_{i}-Z_{j}\right\|_{2}^{2}+\mu \sum_{i=1}^{n}\left\|Z_{i}-Y_{i}\right\|_{2}^{2}\right\}, \tag{1}
\end{equation*}
$$

where $\mu$ is a Lagrangian multiplier, $n$ is the number of nodes, $A=\left[A_{i, j}\right]_{i, j=1}^{n, n}$ is an adjacency matrix, $Z=\left[Z_{i}\right]_{i=1}^{n}$ is a classification result and $Y=\left[Y_{i}\right]_{i=1}^{n}$ is a matrix that represents labels. The first part of the objective in (1) is a Laplacian regularization, which penalizes nodes connected from different classes, while the second part is a supervised loss. For the specific problem of paper classification in citation graphs, Problem (1) has the following particular issues:

1. Sparse $A$ : the Laplacian regularization cannot estimate classification results $Z$ for graphs with an extremely small number of edges [18] (e.g. citations). Moreover, binary weights $\left(A_{i, j}=0\right.$ or $\left.A_{i, j}=1\right)$ are a poor reflection of node similarity which can lead to a weak estimation of the Laplacian regularization;
2. Curse of dimensionality: it arises when $A$ is replaced by a similarity matrix $W=\left[h\left(X_{i}, X_{j}\right)\right]_{i, j=1}^{n} \in \mathbb{R}^{n \times n}$ with a positive definite kernel $h(\cdot)$ and $d \rightarrow \infty$ where $X=\left[X_{i}\right]_{i=1}^{n}$ is a matrix of node features and $d$ is the node features space. This replacement is made to avoid the sparsity of $A$. This issue is especially noticeable in the case of paper classification, for example, based on the Heaps law [2], the $d$-space of features (bag-of-words[15]) is increasing with respect to the number and length of papers.

The first issue is resolved by Graph Convolution Network (GCN)[19] and Planetoid [32] by prediction of edges, however these solutions are limited in their ability to generalize predicted edge structure. The second issue is treated in GCN as well as in Semi-supervised embedding (SemiEmb) [31], and Least-squares kernel PCA (LS-KPCA) [30], but they require high computation complexity.

In this work, we propose to add a reorganized principal component analysis (PCA) loss to Problem (1) and denote our framework as Graph diffusion \& PCA (GDPCA). Not only does it address the aforementioned issues, but we also prove that there exists an explicit solution to the corresponding problem. We apply it to real datasets, and show that GDPCA is the best among GB-SSL state-of-the-art linear algorithms, and that it has comparable performance with GB-SSL neural network algorithms with significantly lower computational complexity.

Finally, we show that GDPCA can also be applied to datasets with no explicit graph structure such as images, and that it outperforms both linear and neural network algorithms for GB-SSL on this type of datasets.

## 2 Graph-based semi-supervised learning

The recent advances in GB-SSL can be classified into the following rapidly growing directions: (1) classical linear graph diffusion algorithms which apply the graph structure for spreading the information of labelled nodes through it, such as Label Propagation (LP) [33], PageRank SSL (PRSSL) [1], or manifold regularization (ManiReg) [4]; and (2) graph-convolution based neural network algorithms. The latter category can be further seperated into (i) nonlinear graph diffusion algorithms, which apply convolution on the graph's adjacency matrix $A$ with node features, such as Graph Convolution Network (GCN) [19], approximated Personalized graph neural network (APPNP) [20], Planetoid [32], or DeepWalk [23]; and (ii) graph convolution deep generative models, focusing on the application of nonlinear graph convolution algorithms with respect to the latent representation of nodes/edges: GenPR [18], Graphite [13].

Linear graph diffusion models are interesting because of their simplicity, but they suffer greatly from the curse of dimensionality. On the other contrary, graphconvolution based neural networks outperform classical linear graph diffusion algorithms and solve the Curse of dimensionality issue [19] [32]. However, they are oriented only on computations on small, sparse graphs, leading to the Sparse $A$ issue. Furthermore, they do not provide a transparent solution of the classification result $Z$.

In this work, we present the novel Graph diffusion \& PCA (GDPCA) framework aiming at solving both the Curse of dimensionality and Sparse $A$ issues while maintaining a low computational complexity. Moreover, our framework provides an explicit solution of the combination of (1) with a reorganized PCA loss. Also we show that GDPCA outperforms the main state-of-the-art GB-SSL classical linear algorithms on various datasets. Our framework also has comparable performance with state-of-the-art GB-SSL neural network algorithms and significantly lower computational complexity.

## 3 Graph diffusion with reorganized PCA loss

This work is motivated by the idea that principal component analysis (PCA) can solve at least the Curse of dimensionality issue. Different works [3, 17, 25, 27,30] consider a transformation of $X$ by principal components $X U^{T}=Z$ to the classification results, where $U \in \mathbb{R}^{d \times k}$ is a matrix of principal component vectors from PCA. Instead, we consider principal components which are straightforwardly related to the classification result $\left(U \in \mathbb{R}^{k \times n}, U^{T}=Z\right)$, as explained in the sequel.

One of the main ideas of this work is that the nodes from different classes have high covariance. This idea lies under the hood of Linear Discriminant Analysis
(LDA) [10], which was developed for supervised learning. We extend this idea so that it can also be applied in both unsupervised (PCA-BC) and semi-supervised learning (GDPCA).

### 3.1 PCA for binary clustering (PCA-BC)

In this section, we restrict the setting to the case where no labels are available, and where the nodes come from two clusters. Let us assume that the feature matrix $X$ is sampled from the Gaussian distribution:

$$
\begin{equation*}
X_{1}, \ldots, X_{\frac{n}{2}} \sim \mathcal{N}\left(\mu_{1}, C\right) \text { and } X_{\frac{n}{2}+1}, \ldots, X_{n} \sim \mathcal{N}\left(\mu_{2}, C\right) \tag{2}
\end{equation*}
$$

where $C$ is the covariance matrix and $\mu_{1}, \mu_{2}$ are the expectations of classes $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ respectively. Furthermore, let $\|C\|_{2}=O(1),\left\|\mu_{1}-\mu_{2}\right\|_{2}=O(1)$, and the ratio $c_{0}=n / d$ be bounded away from zero for large $d$.

Remark 1. The assumptions $\|C\|_{2}=O(1)$ and $\left\|\mu_{1}-\mu_{2}\right\|_{2}=O(1)$ are needed to save the essential variations in $d$ linearly independent directions and define a non-trivial classification case for extremely large $d$. In particular, this assumption allows us to work with bag-of-words [15] where the $d$-space is increasing with respect to the number and the length of papers, which leads to the Curse of dimensionality issue.

Based on the proof of Theorem 2.2 in [9] and the above restrictions on $X$, there exists a connection between the binary clustering problem and the PCA maximization objective given by:

$$
\begin{equation*}
\max _{U \in \mathbb{R}^{k \times n}}\left\|\bar{X} U^{T}\right\|_{2}^{2}, \text { s. t. } U^{T} U=1 \tag{3}
\end{equation*}
$$

where $\bar{X}=\left[\bar{X}_{i}^{T}\right]_{i=1}^{d} \in \mathbb{R}^{d \times n}$ with $\bar{X}_{i}^{T}=X_{i}^{T}-\frac{1}{d} \sum_{j=1}^{d} X_{j}^{T} ; U=\left[U_{i}\right]_{i=1}^{k} \in \mathbb{R}^{k \times n}$ is a matrix of principal component vectors. Moreover, $U_{i=1}=U_{1}=\left(U_{1, j}\right)_{j=1}^{n}$ is the direction of maximum variance, and it can be considered as clustering results in the following way: if $U_{1, j} \geqslant \operatorname{median}\left(U_{1}\right)$ then $X_{j} \in \mathcal{C}_{1}$ otherwise $X_{j} \in \mathcal{C}_{2}$. Figure 1 illustrates the idea that the covariance between nodes from different classes is high. We further demonstrate the applicability of PCA on the binary clustering task with a small numerical experiment. We generated several synthetic datasets (2) with various ratios $c_{0}$ and fixed values for expectation $\left(\mu_{1}=(0.5, \ldots, 0) ; \mu_{2}=(0.1, \ldots, 0) ;\right.$ ) and covariance matrix $(C=\operatorname{diag}(0.1))$ with $\frac{n}{2}$ the number of nodes in each class: $n=100, d=1000, c_{0}=0.1 ; n=1000$, $d=100, c_{0}=10$. The code of these experiments is publicly available through a GitHub repository ${ }^{4}$. Figure 2 shows examples of how $U_{1}$ discriminates the two classes, even for large $d$-spaces.
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Fig. 1. The intuition behind PCA-BC: 1) Transpose $X$ and visualise the nodes with the maximum and minimum covariance $(\operatorname{cov}(\cdot))$ in between; 2) Normalize transposed $X$ and find the direction of maximum covariance by PCA.

### 3.2 Generalization of PCA-BC for GB-SSL

We propose to modify Problem (1) by adding the reorganized PCA loss (the minus sign being necessary to account for the maximization of the covariance between classes). The optimization problem thus consists in:

$$
\begin{align*}
\min _{Z \in \mathbb{R}^{n \times k}} & \left\{\sum_{i=1}^{n} \sum_{j=1}^{n} A_{i, j}\left\|D_{i i}^{\sigma-1} Z_{i}-D_{j j}^{\sigma-1} Z_{j}\right\|_{2}^{2}\right.  \tag{4}\\
& \left.+\mu \sum_{i=1}^{n} D_{i i}^{2 \sigma-1}\left\|Z_{i}-Y_{i}\right\|_{2}^{2}-2 \delta\|\bar{X} Z\|_{2}^{2}\right\}
\end{align*}
$$

where $\delta$ is a penalty multiplier and $\sigma$ is the parameter controlling the contribution of node degree. We control the contribution of a node degree through the diagonal matrix $D$ to the power in Problem (4) based on the work in [1]. It should be noticed that in Problem (4) we do not require the orthogonality condition $Z^{T} Z=1$ as in (3). An interesting feature of Problem (4) is that there exists an explicit solution given by the following proposition.

Proposition 1. When Problem (4) is convex, the explicit solution is given by:

$$
\begin{equation*}
Z=\left(I-\alpha\left(D^{\sigma-1} A D^{-\sigma}+\delta S D^{-2 \sigma+1}\right)\right)^{-1}(1-\alpha) Y \tag{5}
\end{equation*}
$$

where $\alpha=2 /(2+\mu), I \in \mathbb{R}^{n \times n}$ is the identity matrix and $S=\frac{\bar{X}^{T} \bar{X}}{(d-1)} \in \mathbb{R}^{n \times n}$ is the sample covariance matrix.

Proof. See Appendix A.
Remark 2. Proposition 1 provides the global minimum of Problem (4) in cases where it is convex, which occurs when the matrix $I-\alpha\left(D^{\sigma-1} A D^{-\sigma}+\right.$


Fig. 2. Mean value of $U_{1}$ (the direction of maximum variance in the PCA) on 100 sets of random synthetic data.
$\delta S D^{-2 \sigma+1}$ ) has positive eigenvalues (Theorem 1 in [12]). This condition can be achieved by values of $\delta$ such that the sum in brackets will not be upper then 1 and $\alpha$ always less than 1 .

Direct matrix inversion in Eq. (5) can be avoided thanks to efficient iterative methods such as the PowerIteration (PI) or the Generalized minimal residual (GMRES) [28] methods. PI consists in iterative matrix multiplications ${ }^{5}$ and can be applied when the spectral radius verifies $\rho\left(\alpha\left(D^{\sigma-1} A D^{-\sigma}+\delta S D^{-2 \sigma+1}\right)\right)<1$. GMRES consists in approximating the vectors' solution in Krylov subspace instead of explicit matrix inversion. In practice, PI is more convenient for the computation of Eq. (5) as it converges faster to the best classification accuracy and it can be computed in a distributed regime over nodes [6, p. 135]. The accuracy is computed by comparing maximum values per row between label matrix $Y$ and classification results $Z$. Furthermore, instead of explicitly computing the spectral radius mentioned above, we can use the following proposition.

Proposition 2. Suppose that $S D^{-2 \sigma+1}$ has only real eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$. Then the inequality $\rho\left(\alpha\left(D^{\sigma-1} A D^{-\sigma}+\delta S D^{-2 \sigma+1}\right)\right)<1$ can be transformed into a simpler one:

$$
\begin{equation*}
1+\delta \gamma<1 / \alpha \tag{6}
\end{equation*}
$$

where $\gamma$ is the maximum singular value of $S D^{-2 \sigma+1}$ and $\delta$ is the penalty multiplier in Eq. (5).

Proof. See Appendix B.
Remark 3. In order to speed up the computation of singular values, we can use the randomized Singular Value Decomposition (SVD) [14]. Inequality (6) can
${ }^{5} Z=\alpha\left(D^{\sigma-1} A D^{-\sigma}+\delta S D^{-2 \sigma+1}\right) Z+(1-\alpha) Y$
then be rewritten as $1+\delta(\gamma+\epsilon)<1 / \alpha$, where $\epsilon$ is the tolerance of the randomized SVD. The computational complexity of the randomized SVD is $C+O(n)$, where $C$ is the cost of matrix-vector multiplications.

Algorithm 1 gives the outline of our novel Graph diffusion \& PCA (GDPCA) framework derived from Propositions 1 and 2. GDPCA uses the following setup: $\mathcal{I}$ is the number of iterations, $\tau$ is the tolerance in GMRES, $\delta$ is a Lagrangian multiplier, $\sigma$ is the parameter controlling the contribution of node degree and $\epsilon$ is the tolerance in randomized SVD.

```
Algorithm 1: GDPCA (Graph diffusion \& PCA)
    INPUT: \(X, A, Y, \sigma, \alpha, \delta, \mathcal{I}, \tau, \epsilon ;\)
    INITIALIZE:
    \(\bar{X}_{i}^{T}=X_{i}^{T}-\frac{1}{d} \sum_{j}^{d} X_{j}^{T} \forall i \in(1, \ldots, n) ; S=\frac{\bar{X}^{T} \bar{X}}{d-1}\)
    \(\gamma=\) randomizedSVD \(\left(S D^{-2 \sigma+1}\right)\)
    IF: \(1+\delta(\gamma-\epsilon)<1 / \alpha\) :
        \(Z=P I\left(\alpha\left(D^{\sigma-1} A D^{-\sigma}+\delta S D^{-2 \sigma+1}\right),(1-\alpha) Y, \mathcal{I}\right)\)
    ELSE:
        \(Z=\operatorname{GMRES}\left(\left(I-\alpha\left(D^{\sigma-1} A D^{-\sigma}+\delta S D^{-2 \sigma+1}\right)\right),(1-\alpha) Y, \tau, \mathcal{I}\right)\)
```

Note also that Proposition 1 simplifies to the known results of PRSSL[1] for the value $\delta=0$. GDPCA can thus be seen as a generalization of PRSSL enriching the default random walk matrix $D^{\sigma-1} A D^{-\sigma}$ thanks to the sample covariance matrix $S$. Notice that $S$ is retrieved from PCA loss in Problem (4) (see Appendix A). This enrichment of the binary weights $\left(A_{i, j}=0\right.$ or $\left.A_{i, j}=1\right)$ by node covariance allows bypassing the Sparse $A$ issue. Similarly, we assume that our framework solves the Curse of dimensionality issue thanks to the use of PCA loss.

## 4 Experiments

### 4.1 Datasets description

In the experimental part of this work, we consider two types of datasets: datasets with an underlying graph structure, and datasets that are non-graph based. The latter allow us to test the flexibility of our framework.

Graph-based datasets. We consider the citation networks datasets of Cora, Citeseer, and Pubmed [29]. These datasets have bag-of-words[15] representation for each node (paper) features and a citation network between papers. The citation links are considered as edges in the adjacency matrix $A$. Each paper has a class label $\left(X_{i} \in \mathcal{C}_{j}\right)$.

Non-graph based datasets. Images. We consider the standard MNIST image dataset [21] composed of square $28 \times 28$ pixel grayscale images of handwritten digits from 0 to 9 . Besides, we flattened square pixels in $784 d$-space
features for this dataset. Text data. Covid clinical trials (CCT) crawled dataset. We consider a second non-graph based dataset which we prepared and processed from the ClinicalTrials resource ${ }^{6}$ from summaries of evidence-based [22] clinical trials on COVID. This dataset is particularly important given the current need from medical experts on this topic. We analyzed 1001 xml files as follows:

1. the feature matrix $X$ was generated from a bag-of-words model based on the descriptive fields "official_title", "brief_summary", "detailed_description", "eligibility";
2. the label matrix $Y$ was generated from the field "masking", which takes values in (Open, Blind $)^{7}$, as it is one of the essential parameters of evidencebased medicine EBM [8]. The type of masking corresponds to the way of conducting clinical trials: the Open way is a less expensive and complicated procedure than the Blind one.

Note that the CCT dataset could be useful to other researchers who wish to improve even further the labeling of COVID clinical trials. The registration procedure of clinical trial is useful when authors forget to create masking tag for their work. Particularly after analyzing 1001 xml files, we found that from 3557 clinical trials 1518 of them do not have a masking tag.

As the non-graph based datasets do not have a predefined graph structure, we apply the K-nearest neighbours (KNN)[11] algorithm to generate the adjacency matrix. In Appendix C, we show on validation sets of MNIST and CCT datasets how the choice of distances and number of neighbours for the generation of the adjacency matrix by KNN influence GDPCA. We followed the strategy for train/validation/test splitting as in [32] for Pubmed, Citeseer, Cora and CCT, and as in [24] for MNIST.

The above datasets and code with GDPCA are available through a GitHub repository ${ }^{8}$. Table 1 provides a description of these datasets, where $L R=n_{l} / n$ is the learning rate with $n_{l}$ the number of labeled nodes.

Table 1. Dataset statistic.

| Citeseer |  |  |  |  | Cora |
| :--- | :--- | :--- | :--- | :--- | :--- |

[^2]
### 4.2 State-of-the-art (SOTA) algorithms

As some of the SOTA algorithms cannot be applied to all types of datasets, we consider specific SOTA algorithms depending on the datasets. For the graphstructured Citeseer, Cora and Pubmed datasets, we compare GDPCA to the LP [34] and ManiReg [4] linear graph diffusion algorithms and to the SemiEmb [31], Planetoid [32], GCN [19] and DeepWalk [23] graph convolution-based neural networks. For MNIST, we compared it to the transductive SVM (TSVM) [16] and KNN[11] linear algorithms, and to the GCN neural network. Finally, for CCT, we compared it to the linear LP [34], KNN [11], and PRSSL[1], and to GCN.

Accuracy for non-reproduced benchmarks Since for training and estimation of the GDPCA framework, we use the train/validation/test split strategy for Citeseer, Pubmed, Cora and CCT datasets as in [32] we can use the accuracy of SOTA algorithms from work [32]. In particular, we can take the accuracy of LP[34], ManiReg[4], TSVM[16], SemiEmb[31], Planetoid[32] algorithms from work [32], and the GCN [19], DeepWalk [23] algorithm's accuracy from work[19]. Since for MNIST dataset we use the train/validation/test split strategy as in [24] we can use the value of accuracy of KNN[11] and TSVM[16] algorithms from work [24].

Algorithm parameters for reproduced benchmarks We trained LP, PRSSL, KNN and GCN on CCT and MNIST datasets with the best hyperparameters defined in the articles describing these algorithms: LP [34] RBF(•) kernel function; GCN [19] 0.5 dropout rate, $5 \cdot 10^{-4} \mathrm{~L} 2$ regularization, 16 hidden units and 200 epochs; KNN parameters selected by Randomized Search[5] for Cora, Citeseer, Pubmed and CCT datasets.

For a fair model comparison between GDPCA, PRSSL and GCN, we replaced $A$ by $A+I$ as was done in $[19,32]$. Also, for GDPCA and PRSSL we fixed $\alpha=0.9$ and $\sigma=1$ on all datasets as it was shown in [1] that these parameters provide the best accuracy result for PRSSL. We trained GDPCA on Cora, Citeseer and CCT with $\delta=1, \mathcal{I}=10, \tau=10^{-3}, \epsilon=10^{-3}$, and the same for MNIST and Pubmed but changing the value of $\delta$ to $10^{-3}$. We selected these specific $\mathcal{I}$, $\epsilon, \tau$ parameters by Random Search algorithm [5] as a trade-off between fast computation with GMRES and PowerIteration and accuracy on the validation set. Moreover, for MNIST and CCT we generated a synthetic adjacency matrix $A$ by KNN with respect to the results from Appendix C. In particular, we generated synthetic adjacency matrices based on the following parameters of KNN for datasets: for CCT - Dice distance and 7 nearest neighbours; for MNIST - Cosine distance and 7 nearest neighbours. We used these synthetic adjacency matrices for the training of GDPCA, PRSSL and GCN algorithms.

### 4.3 Results

Accuracy results The aforementioned comparisons in terms of accuracy (\%) are presented in Table 2 and Table 3. Table 2 shows that GDPCA outperforms

Table 2. Classification accuracy (\%) comparison with linear algorithms.

| Dataset | Cora |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Citeseer | Pubmed | CCT | MNIST |  |  |
| TSVM[16] | 57.5 | 64.0 | 62.2 |  | 83.2 |
| KNN[11] | 43.9 | 47.4 | 63.8 | 57.1 | 74.2 |
| LP[34] | 68.0 | 45.3 | 63.0 | 53.5 | 34.2 |
| MANIREG[4] | 59.5 | 60.1 | 70.7 |  | - |
| PRSSL [1] | 69.3 | 45.9 | 68.4 | 55.8 | 87.2 |
| GDPCA | $\mathbf{7 7 . 7}$ | $\mathbf{7 3 . 1}$ | $\mathbf{7 6 . 1}$ | $\mathbf{6 1 . 1}$ | $\mathbf{8 8 . 4}$ |

other SOTA linear algorithms, especially it is significantly better on the Cora, Citeseer and Pubmed, where it outperforms the others by $8 \%, 9 \%$ and $5 \%$ respectively. Moreover, Table 3 shows that our linear GDPCA framework provides performance that is close to the best neural network algorithms results. Note that GDPCA has a fixed explicit solution (5) as opposed to the neural network algorithms, which depend on the layer's weights initialization process. Furthermore, Table 2 and Table 3 show that GDPCA has a good performance on standard Cora, Citeseer, Pubmed and MNIST as well as on real dataset CCT.

Table 3. Classification accuracy (\%) comparison with neural network algorithms.

| Dataset | Cora |  |  | Citeseer | Pubmed |
| :--- | :--- | :--- | :--- | :--- | :--- |
| SemiEmb [31] | 59.0 | 59.6 | 71.1 | - | - |
| DeepWalk [23] | 67.2 | 43.2 | 65.3 | - | - |
| Planetoid[32] | 75.7 | 64.7 | 77.2 | - | - |
| GCN[19] | $\mathbf{8 1 . 5}$ | 70.3 | $\mathbf{7 9 . 0}$ | 55.2 | 81.4 |
| GDPCA | 77.7 | $\mathbf{7 3 . 1}$ | 76.1 | $\mathbf{6 1 . 1}$ | $\mathbf{8 8 . 4}$ |

Computational complexity We finish this experiment section by comparing the computational complexity of GDPCA with the SOTA algorithms that obtained the most similar performance, namely $\mathrm{GCN}^{9}$ and Planetoid ${ }^{10}$. The algorithmic complexity of GDPCA is $\mathcal{O}(\mathcal{I} n k)$ in the case of PowerIteration, where $e^{\prime}$ is the number of non-zero elements in matrix ( $D^{\sigma-1} A D^{-\sigma}+\delta S D^{-2 \sigma+1}$ ), and $\mathcal{O}(\mathcal{I} n k)$ in the case of GMRES. Note that PowerIteration can be computed in the distributed over node regime [6, p. 135], and GMRES can be distributed over classes. The comparison of GDPCA framework with GCN and Planetoid algorithms in big- $\mathcal{O}$ notation is presented in Table 4. Figure 3 provides the time (in seconds) of 50 completed trainings on $\mathrm{CPU}(1.4 \mathrm{GHz}$ quad-core Intel Core i5)

[^3]Table 4. Comparison of computational complexity, where $l$ is the number of layers, $n$ is the number of nodes, $d$ is the number of features, $r$ is the number sampled neighbors per node, $k$ is the batch size; $\phi$ is the number of random walks; $p$ is the walk length; $w$ is the window size; $m$ is a representation size; $k$ is the number of classes.

| Algorithm | GCN | GDPCA | Planetoid |
| :--- | :---: | :---: | :---: |
| Time | $O(l e d+\operatorname{lndm})$ | $O(\operatorname{Ink})$ | $O(\phi n p w(m+m \log n))$ |
| MEmory | $O\left(l n d+l d^{2}\right)$ | $O\left(e^{\prime}\right)$ | $O\left(n l d^{2}\right)$ |

for each algorithms. It shows a clear advantage of GDPCA over the GCN and Planetoid especially with GMRES, in terms of computational time.


Fig. 3. Computational time of 50 completed trainings on CPU.

Significance of the covariance matrix In this experiment, the aim is to verify that the use of the covariance matrix $S$ actually leads to an improvement. In order to do so, we compare GDPCA with $\operatorname{PRSSL}(\delta=0)$ and other values of $\delta$, as well as with variants of GDPCA where $S$ is replaced with the following efficient similarity matrices: $W_{C O S}=\frac{\left[\operatorname{COS}\left(X_{i}, X_{j}\right)\right]_{i, j=1}^{n, n}}{d-1}$ and $W_{R B F}=\frac{\left[R B F\left(X_{i}, X_{j}\right)\right]_{i, j=1}^{n, n}}{d-1}$. Table 5 displays the average accuracies of each variant along with their statistical significance evaluated with $t$-tests. It shows that using $S$ in GDPCA is significantly better on the Cora, Citeseer and Pubmed datasets, where it outperforms the others at least by $7 \%, 8 \%$ and $3 \%$ respectively. Notice that Table 2 and Table 3 contain accuracy on a test set of fixed dataset splits: as in [32] for Citeseer, Cora, Pubmed and CCT datasets; as in [24] for MNIST dataset, and

Table 5 has accuracy on test sets averaged over 50 random splits. All experiments mentioned above are available through a GitHub repository ${ }^{11}$.

Table 5. Average accuracy (\%), $\mathbf{\Delta}$ denotes the statistical significance for $p<0.05$.

| Dataset | GDPCA GDPCA |  | PRSSL GDPCA |  | $\begin{aligned} & \text { GDPCA } \\ & \delta=1\left(W_{R B F}\right) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\delta=1(S)$ | $\delta=10^{-3}(S)$ | $\delta=0$ | $\delta=1\left(W_{C O S}\right)$ |  |
| Cora | $77.3^{\text {4 }}$ | 71.8 | 69.8 | 70.1 | 68.3 |
| Citeseer | $73.0{ }^{\text {^ }}$ | 65.1 | 44.8 | 64.8 | 44.5 |
| Pubmed | 68.7 | 75.8 ^ | 67.9 | 72.6 | 71.1 |
| CCT | $60.4{ }^{\text { }}$ | 54.5 | 55.6 | 54.2 | 56.2 |
| MNIST | 62.5 | $85.3{ }^{\text { }}$ | 82.6 | 60.6 | 59.2 |

## 5 Conclusion

In this work, we proposed a novel minimization problem for semi-supervised learning that can be applied to both graph-structured and non-graph based datasets. We provided an explicit solution to the problem, leading to a new linear framework called Graph diffusion $\& P C A$. This framework allows to overcome the Curse of dimensionality, through the use of reorganized PCA, and the sparsity of the adjacency matrix, by considering the covariance matrix, which are both common issues in graph-based semi-supervised learning. We demonstrated the impact of these improvements in experiments on several datasets with and without an underlying graph structure. We also compared it to state-of-the art algorithms and showed that GDPCA clearly outperforms the other linear graph-based diffusion ones. As for the comparison with neural networks, the experiments showed that the performance are similar, while GDPCA has a significantly lower computational time in addition to providing an explicit solution. In future works, we plan to generalize GDPCA to a nonlinear case keeping the low computational complexity and improving classification performance. Also, we want to avoid the bottleneck that arises in the dense covariance matrix $S$, which can lead to high memory consumptions. Particularly, by distributed PI regimes [6, p. 135] and GMRES, we can directly compute covariance between nodes for a small distributed portion of nodes. This preserves the space consumption as opposed to the precomputed $(S)$.

## A Proof of Proposition 1

Proof. This proof uses the same strategy as the proof of Proposition 2 in [1]. Rewriting Problem (4) in matrix form with the standard Laplacian $L=D-A$

[^4]and with $Z_{. i}, Y_{. i} \in \mathbb{R}^{n \times 1}$ :
\[

$$
\begin{aligned}
Q(Z) & =2 \sum_{i=1}^{k} Z_{. i}^{T} D^{\sigma-1} L D^{\sigma-1} Z_{. i} \\
& +\mu \sum_{i=1}^{k}\left(Z_{. i}-Y_{. i}\right)^{T} D^{2 \sigma-1}\left(Z_{. i}-Y_{. i}\right)-\delta \sum_{i=1}^{k} Z_{. i} S Z_{. i}^{T}
\end{aligned}
$$
\]

where $S=\bar{X}^{T} \bar{X} /(d-1) \in \mathbb{R}^{n \times n}$. Considering $\frac{Q(Z)}{\partial Z}=0$ :
$2 Z^{T}\left(D^{\sigma-1} L D^{\sigma-1}+D^{\sigma-1} L^{T} D^{\sigma-1}\right)+2 \mu(Z-Y)^{T} D^{2 \sigma-1}-\delta Z^{T}\left(S+S^{T}\right)=0$
Multiplying by $D^{-2 \sigma+1}$ and replacing $L=D-A$ results in:

$$
Z^{T}\left(2 I-2 D^{\sigma-1} A D^{-\sigma}+\mu I-2 \delta S D^{-2 \sigma+1}\right)-\mu Y^{T}=0
$$

Taking out the $\mu$ over the parentheses and transposing the equation:

$$
Z=\frac{\mu}{(2+\mu)}\left(I-\frac{2}{(2+\mu)}\left(D^{\sigma-1} A D^{-\sigma}+\delta S D^{-2 \sigma+1}\right)\right)^{-1} Y
$$

Finally, the desired result is obtained with $\alpha=2 /(2+\mu)$.

## B Proof of Proposition 2

Proof. Apply Theorem 1 of sums of spectral radii [35] for the following inequality:

$$
\rho\left(D^{\sigma-1} A D^{-\sigma}+\delta S D^{-2 \sigma+1}\right) \leq \rho\left(D^{\sigma-1} A D^{-\sigma}\right)+\rho\left(\delta S D^{-2 \sigma+1}\right)<1 / \alpha
$$

based on the fact that spectral radius of a matrix similar to the stochastic matrix is equal to 1 (Gershgorin bounds):

$$
1+\delta \rho\left(S D^{-2 \sigma+1}\right)<1 / \alpha
$$

apply the Theorem 7 [26] for replacing $\rho\left(S D^{-2 \sigma+1}\right)$ by the $\gamma$ maximum singular value of $S D^{-2 \sigma+1}$ we obtain the desired result in (6).

## C Generation of synthetic adjacency matrix

For selecting the best synthetic adjacency matrix for GDPCA, we have considered three standard distances, such as Cosine, Minkowski, Dice and the number of neighbours from 1 till 14 for KNN algorithm. The accuracy of GDPCA on above parameters on the validation set for MNIST and CCT datasets are shown in Figure 4. Figure 4 shows that the best GDPCA accuracy on the validation set is obtained with the use of 7 neighbours and Dice distance for the CCT dataset is obtained with the use of 7 neighbours and Cosine distance for the MNIST dataset.


Fig. 4. Estimate different adjacency matrix for GDPCA.
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